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Supercomputing at SHARCNET and beyond

- Supercomputing at SHARCNET and beyond
— Why do you need supercomputers
— What are available
— How to access supercomputers (clusters) and clouds
— Accessing and managing files

— Running programmes - submitting jobs
— Where to get help
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Supercomputing at SHARCNET and beyond

Why use supercomputing resources
You do not have many cores or much memory;
You do not have the GPUs of the type needed;
You need a huge amount of disk space, e.g. hundreds of TB;
You need to run large scale of simulations that need hundreds of
cores;
You need to run large amount of simulations concurrently instead of
one after another;
You need to run a web services;
You need to run a SQL database;
You need to run programs on a cloud,;
All these services are free
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Supercomputing at SHARCNET and beyond

Sign up for an account for FREE at
https://ccdb.alliancecan.ca/

« Your supervisor should

M  osl Pleasesignin|CCDB x | +
& (@] ] 3  https://ccdb.alliancecan.ca/security/login A Pd [ul] = X >

have an account.
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. S d d numérique du Canada englch || Francais
tudents, postdoc, gt 11 Frone
Home [ support - |
. ngn
visiting scholars and
Welcome to the CCDB, your.gateway to accol._mt, usage, an‘dlallocation inforrpation for the Please sign in
other research staff can g"htAuchméh";”"g”d‘Aig‘:g’“ BC DRI Group, praifes DRT Group, Compute - N T
ca ur email address, CCI, CCRI or username to log in.

In order to access our computational resources, users must register with the CCDB. Visit
this page for more information about our accounts.

sign up for an account
with supervisor’s role ID

m || Forgot Password || Register

© 2008-2023 Digital Research Alliance of Canada || email Support

(CCRI)

« This account allows you
to access all the
supercomputers and
clouds across the
country.
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Multi-factor authentication (MFA) is being
introduced, currently to certain groups on a
voluntary basis.
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Supercomputing at Western, SHARCNET and beyond

Clusters across the country  Cloud services

cedar.alliancecan.ca (94,528c) e arbutus.cloud.alliancecan.ca
graham.alliancecan.ca (41,548c) e cedar.cloud.alliancecan.ca
niagara.alliancecan.ca (80,640c) e graham.cloud.alliancecan.ca
beluga.alliancecan.ca (39,120c) e cast.cloud.alliancecan.ca
narval.alliancecan.ca (80,912c)

GPUs
e P100, V100, A100, T4

Storage space
e /home 50G, backed up.
e /project 1T per group, up to 40T by request; backed up.
e /scratch 20T per user, up to 200T by request; old files are removed in
60 days.
e /nearline (tapes)


https://docs.computecanada.ca/wiki/Cedar#Node_characteristics
https://docs.computecanada.ca/wiki/Graham#Node_characteristics
https://docs.computecanada.ca/wiki/Niagara#Niagara_hardware_specifications
https://docs.computecanada.ca/wiki/B%C3%A9luga/en#Node_Characteristics
https://docs.alliancecan.ca/wiki/Narval/en
https://docs.computecanada.ca/wiki/Cedar#Node_characteristics
https://docs.computecanada.ca/wiki/Graham#Node_characteristics
https://docs.computecanada.ca/wiki/Niagara#Niagara_hardware_specifications
https://docs.computecanada.ca/wiki/B%C3%A9luga/en#Node_Characteristics
https://docs.alliancecan.ca/wiki/Narval/en

Supercomputing at SHARCNET and beyond

Cluster computing environment
« 0OS: 64-bit Linux (CentOS)
Languages supported: Python, R, C/C++, Fortran, Matlab, Java, Julia, CUDA,
etc.
Access to a variety of software packages
Parallel development support:
— MPI, Chapel: Distributed memory systems (cross compute nodes) and
shared memory system (single node)
— OpenMP, Pthreads: Multithreading, within a single node
— CUDA, OpenACC, OpenCL: GPUs and other accelerators on chip
— C++: Language support for multithreading (since C++-11 standard)
— Fortran: Language support for parallel programming (since 2003
standard)
— Julia: Parallel processing constructs, shared and distributed objects
Data science support:
— R, Python, Julia, Spark, DASK, etc.
You must learn how to run programmes in batch via job scheduler slurm
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Connecting to clusters via SSH

: $ 1s

1Documents P K}:ii;me Eiis:zzs Videos [ Via MObaXterm Or WindOWS
e oy | Subsystem for Linux (WSL)
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Connecting to GUI desktop

VNC Viewer: Connection Details — X o x
Sat Sep 18, 18:43
VNC server: Igra-vdi.alliancecan.ca E]l
options... | |  Load.. Save As...

About...

bge

Bookmarks Help

ward v @ @ (& @NO%@Q
olo

=

devel

=

easybuild- eclipse-workspace ENV flights

easyconfigs
- - - -
intel lib licenses META
. E C (@] E [
Music mylib nearline Nethome

57 items, Free space: 78.2 TB

Computer
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Connecting to clusters via jupyterhub

e ®
<« C

im} Z JupyterHub X | Z lupyterlab

x | +

(3 https//jupyterhub.narval.computecanada.ca/hub/login?next=%2Fhub%2F

‘ Z Jupyterhub

Username:
jsmith
Password:

LAURIER %=
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© O ‘ Z JupyterHub

File Edit View Run Kernel

Search available modules

LOADED MODULES + L2
CCconfig
StdEnv/2020
gentoo/2020
imkl/2020.1.217
intel/2020.1.217
ipykernel/2023b
ipython-kernel/3.9
libfabric/1.10.1
libffi/3.3

mii/1.1.2
openmpi/4.0.3
python/3.9.6
ucx/1.8.0
AVAILABLE MODULES
StdEnv/2016.4
StdEnv/2018.3
abaqus/2021
abinit/9.2.2
abinit/9.6.2
actc/1.1
adf/2019.305
admixture/1.3.0
adol-¢/2.7.2
advisor/2020.3
almosthere/1.0.10
almosthere/1.0.15
amber/16
ampl-mp/3.1.0
ams/2020.102

1o &

A

Simple

«  Access to the cluster via jupyter
: notebook, terminal and desktop in a

—“—b—[owse-li -

X JupyterLab X

https://jupyterhub.sharcnet.ca/user/bge/lab

Tabs Settings Help

& Launcher

a

N |

|E| Notebook
@& D

Python 3.9 Desktop []

Console

Python 3.9
Other

Terminal

Text File

+

A B3 o @ ®
Q

% @
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+

M
v

Markdown File

=)

Show Contextual
Help

e

Python File
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)
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Launcher
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Connecting to cloud

e arbutus.cloud.alliancecan.ca
e cedar.cloud.alliancecan.ca
e graham.cloud.alliancecan.ca
e east.cloud.alliancecan.ca
£3 Instance Overview - Graham Clo. X+
& C {} @& graham.cloud.computecanada.ca/dashboard/project/
f:openstack. jnin -
APl Access
Compute v OverVieW
Instances | jmit Summary
Images ~ Compute
Key Pairs ' .
Server Groups
Volumes > Instances VCPUs
Used 1 0f 10 Used 4 of 16
Network >
Volume
Identity >
Volumes Volume Snapshots
Used 1 of 80 Used 0 of 10
Network
Floating IPs Security Groups
Allocated 1 of 1 Used 1 0of 10
Usage Summary
Select a period of time to query its usage:

RAM
Used 16GB of 32GB

<D

Volume Storage
Used 300GB of 400GB

y

Security Group Rules
Used 9 of 100

< C (¥ @& grahaml

Login - Graham Cloud

X+

loud.computecanada.ca/dashboard/auth/login/

Log in

*
L g&' graham

4

A

cloud

Networks
Used 1 of 100

e Acloud project account
is required

e Multiple cloud sites are
available

Ports
Used 5 of 500
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Transferring large amounts of files using Globus

Check https://docs.alliancecan.ca/wiki/Globus. Go to https://

globus.alliancecan.ca/ and follow the instructions

——
M Y File Manager | Digital Research / X | -+

‘ < C @ @ https//globus.alliancecan.ca/file-manager?destination_id=8a9dd214-21b7-11ee-abf3-63e0d97254cd&destination_path

‘ @ File Manager

Collection | computecanada#graham-globus

@

| D Path /home/bge/

NAME ~

5 E] D a.out
982 O =210
C] D addwa_gpu
Fov C] D array_asgmt2d2.f90
comie ] bin
%@} (O coss2022

Setings
’j. E] D courseid_114_participants.csv
T
Logout
O | courses
@ :
Hep& O dask
Sitemap
O demo
[:] ~ Desktop

C] «  Documents

LAURIER %
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LAST MODIFIED

6/1/2021, 01:42 PM

6/1/2021, 01:46 PM

1/24/2022, 12:35 PM

5/26/2021, 03:27 PM

6/1/2021, 06:07 PM

7/13/2022, 01:40 PM

1/24/2022, 11:29 AM

6/5/2019, 12:52 PM

4/1/2021, 02:24 PM

7/11/2023, 02:55 PM

8/8/2018, 02:13 PM

7/20/2020, 01:49 PM

&

N

Jo

i

62FC%2FUsers%2Fbge%2FDocuments%

N

Transfer & Timer Options v

bge-crow

/C/Users/bge/Documents/teaching/

] selectall up one folder

aching%2F&origin_id=07baf15f-d7fd-4b6a-bf8a-5bSef2e229d38&w0rigi... A 1

W
@
3]
[0

Panels [ 0O [C1

Jo
-

Share @

Transfer or Sync to

New Folder

Get Link

Show Hidden Items

(@)

®

NAME v

intro_hpc_2022fall
intro_hpc_2022fall.odp
Jjulia_2020fall
Jjulia_ccf_2022-02
mpfun

mpi_2021-2022
oneapi

output

pack2.f90

pack2a.fo0

perf_coss2022

README.md

NET"

LAST MODIFIED

9/7/2022. 02:47 PM

9/7/2022, 02:19 PM

1/22/2021, 09:04 PM

2/7/2022. 11:17 AM

7/4/2022, 01:02 AM

2/27/2021, 02:43 PM

1/22/2021, 09:04 PM

SIZE

670 MB
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Where to look for information and get help

M " Alliance Doc X | [ SHARCNET: Welcome x|+

O | " Aliance Doc X | [J SHARCNET: Welcome x |+ - 0 X
< C R B [Technical d AomoE @ g o @ < C @ ) https//www.sharcnet.ca/my/front/ A M T B B @
A Engiish Alliance CCDB Login & Q ’ Q
Main Page  Discussion Read Viewsource View history | Search Alliance Doc Q] & &
o o
; ;
Technical documentation o
F
This site replaces the former Compute site, and is now by the Digital Research Alliance of Canada. °
| WD Ce site remplace I'ancien site de ion de Calcul Canada et i éré par I'Alliance de recherche numérique du Canada.
Support G
Getting started w |
Getting help
Running jobs Other languages: English = - francais &
Known issues +
e Welcome to the technical documentation wiki of the Digital Research Alliance of Canada (the Alliance). This s the primary source for users with
questions on equipment and services of the Alliance.
“?5"“"“ The focus here is on national services and systems. For documentation on services and systems managed by our regional partners, please use the links.
Béluga provided below.
Cedar
Graham This wiki is a constant work-in-progress and some links might take you to pages which do not yet have content; such pages display like this. Our staff |
| Naval works constantly to improve and expand the available documentation; note however that any of our users is free to add new material and edit existing |
| Niagara content | i : .
e Neutrinos by the Numbers: Sudbury's SNOLAB
| Avaiable sofvare
Some of the greatest ongoing problems in part ed by taking a closer look at theta_13
The Aliance
ccoe
Getting An Account Systems « Getting started .
Acknowledging the . EVENTS GitLab Instance at SHARCNET
o + General-purpose clusters, for CPU or GPU jobs Getting started with the new national systems (mini-
. webinar series]
Acceptable Use Policy « Béluga, Cedar, Graham, Narval ) P —— a al
+ Niagara Quick Start Guide uesday, September Version control your work and collaborate using
« Known issues +  RAC 2024 launches on September 26, 2023 e !
Authoring N uster & edtor - « Cloud Quick Start Guide 2:00pm  New User / Refresher Webinar P GitLab at SHARCNET. All the public and private
« Niagara, a cluster designed for large parallel jobs Ttori
s::e“w"isu . sy:Zem R upcimmg oma’ge:a b + SSH - How to connect to our compute clusters Tuesday, October 3 + SHARCNET Dedicated Programming Support|  "ePOsitories that you will need:
iaWiki Help . .
Recent changes « Linux introduction 200pm  New User / Refresher Webinar Round XXII Call f...
Services:
« Storage and file management jineadevCcioberyl0 .+ 2023 Compute Ontario Summer School - —y
Tools « Available sofware « Transtering data 2:00pm  New User / Refresher Webinar x
Tuesday, October 17 +  SHARCNET awards Round XXI Dedicated e s
What links here » Cloud computing service « Scratch purging policy » ; Programming Support B @
Related changes Datab. 2:00pm  New User / Refresher Webinar D D e
Special pages * Database servers « Best practices for data migration - - D .
pene o « Globus file transfer service Tuesday, October 24 - New Weekly Colloquia Series - 223 &
Printable version « Using modules and Standard software environments to 200pm  New User /Refresher Webinar zE58e
Permanent link  Nextcloud cloud storage service access software et e ¥« SHARCNET Dedicated Programming Support¥; z 0 45 g
Page information « Research Data Management « Running jobs 4 T AR e 2 2 B e S 2 e =8 %58
* Research Softwaret” « Installing software yourself
« Using a resource allocation, a guide for Principal « Programming guide Di Compute-Calcul
Investigators - Available Resources 2 « Visualization o Al Ontario o
FAQ: Frequently Asked Questions « How to get technical support
v

https://docs.alliancecan.ca/ https://www.sharcnet.ca/
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Where to look for information and get help

Online
e New user seminar every Tuesday: = © & ety
at 2pm Eastern time. e iinncnc
e Bi-weekly general interest SR
seminars at noon on Wednesday.” " “*'<"**
y.\'l'odin.’ October 2019 ~ @Print.Week Month Agenda (¥
o Y @SHARCNET I T B R e
CA
o DIYouTube youtube.sharcnet.ca

ABOUT US

6 7 8 9 10 1" 12
2pm New User Semi 12pm Webinar "Intrc

2pm New User Semi

20 21 22 23 24 25 26
2pm New User Semi 12pm Webinar "Leve

27 28 29 30 31 Nov 1 2
2pm New User Semi

Go gle Calendar

Events shown in time zone: Eastern Time - Toronto

16


https://youtube.sharcnet.ca/
https://youtube.sharcnet.ca/

Where to look for information and get help

Interactive help

Weekly new user seminar: https://www.sharcnet.ca/my/news/calendar
Ticketing system (most recommended): support@tech.alliancecan.ca
Staff contact info to email or phone: https://www.sharcnet.ca/

Arrange an office visit

Use of systems

Installation of software

Access to commercial software and site
licence

Programming

Debugging and optimizing code
Consultation on various research
problems

Grant application for compute hardware
o A
LAURIER ¥ .. A NET Alfance of Cansds
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Where to look for information and get help

Dedicated programming support
- Staff spending 50% of time working with the Pl on specifically defined
programming tasks.
The DP programme runs for about 4 months.
There are two to three calls a year for Pls for apply.
The applications are reviewed based on the scientific merits and the
feasibility of the proposed programming project.

Digital Research
LAURIER * A NET" Alliance of Canada 13
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Where to look for information and get help

Local training events, workshops

Local workshops

Annual summer school - week long, multi-streams, many courses, mostly
hands-on.

Online, in-person/self-paced learning training course

\ Digital Research
LAURIER e A NET" Alliance of Canada 19
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Supercomputing at SHARCNET and beyond

Pls applying for compute, storage and cloud resources

ol Digital Research
LAURIER ¥ A NE T Allance of Conada 2o
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Resource allocation competition background

In principle, researchers are expected to have well defined projects
to access resources funded by CFI. CFl requires the allocation of
resources be competitive.
The majority of the resources are allocated through resource
allocation competition (RAC) process, the remaining portion is for
opportunistic access aka default allocation or RAS.

- With RAC allocations, users’ queued jobs may start sooner.
The RAC applications are peer reviewed (scientific and technical
reviews).

Digital Research
LAURIER o A NET" Alliance of Canada 71
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RAC (cont’d)

First time applicants must consult with Digital Research Alliance of
Canada technical staff for assessment. Send an e-mail to
help@sharcnet.ca

Info session dates:

— Sept. 28 (English), Sept. 29 (French), 2024 info sessions on

RAC applications.
— Oct. 3 (English), Oct. 4 (French), 2023 info sessions on GPUs.

Digital Research
LAURIER . A NET" Alliance of Canada 7>
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Supercomputing at SHARCNET and beyond

What every graduate student should know

ol Digital Research
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What every graduate student should know

What people do on supercomputers
« Astrophysics simulations
« CFD, Environmental simulations, etc
« Coupled simulations
« Material science
« Al and machine/deep learning
- Economics, finance studies, etc.

2D mesh of linear

3D mesh of linear tetrahedral : :
triangular finite elements

finite elements

LAURIER %=
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What every graduate student should know

A supercomputer is a lot of computers, not a super fast computer
Thousands of computers, CPU cores, GPUs, and disks
Requires concurrent processing to get work done faster

Research supercomputers run Linux and not Windows
software has to support Linux to run on the supercomputer
Linux is a publicly developed Operating System freely available

Background theory
Computer architecture
Algorithms and numerical methods

High performance programming is hard
Efficient programs, algorithms, and libraries take decades — use them

Digital Research
LAURIER . A NET" Alliance of Canada »¢
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L inux

Using Linux
« Moving around.
+ - Using shell, automating tasks.
- Remember, the core utilities of Linux are very fast.
- Connecting to other computers via Secure Shell (SSH).
« Access to file systems.
*  Running programs.

Using Linux on Windows (if you are using Windows)
« Install Windows Subsystem for Linux (WSL).
*  You are running a true Linux in Windows.
You can practice, develop and run programs in it seriously.

Digital Research
LAU Rl ER . A NET" Alliance of Canada
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Popular and lesser known items

Programming languages

« Lower level: C/C++, Fortran
- Higher level: Python, R

*  New takes: Julia, Chapel

Libraries

« parallel programming: OpenMPI, OpenMP, OpenCL, CUDA/HIP
* numerics classic: blas, lapack, scalapack, FFTW

* numerics exascale/accelerators: magma, slate, heFFTe

Tools
- Editors and integrated development environments
-  Compilers (gcce, Intel), interpreters (python, R), and just in time
compilers
- Debuggers and profilers (gdb, DDT, MAP, etc.)
LAURIER ¥ A NET Alfance of Canscs 1
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https://www.netlib.org/utk/people/JackDongarra/PAPERS/heffte.pdf
https://www.netlib.org/utk/people/JackDongarra/PAPERS/heffte.pdf

Popular and lesser known items

Data science/data wrangling:
python: numpy, pandas, matplotlib, plotnine, sklearn , dask, rapids

R: data frames, tidyverse (dplyr, simplr, ggplot, etc.)
SQL

Machine learning and Al
TensorFlow

Keras and PyTorch

Visualization
ParaView and Vislt

... and many more ...

Digital Research
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What every graduate student should know

See our training courses for a variety of topics that might
iInterest you

https://training.sharcnet.ca/

: Digital Research
LAURIER % A NET Allance of Canata
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Supercomputing at SHARCNET and beyond

- Introduction to advanced research computing courses

%) Digital Research
LAURIER® e NE T Alliaace of carotla 41
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Training courses

SHARCNET offers a training course this fall and winter semester:
Introduction to advanced research computing (Intro-ARC), including a
series of modules

 Introduction to supercomputing
 Introduction to Shell

Introduction to Jupyterlab

Python for high performance computing

Parallel programming with Fortran

Parallel programming with C++

Parallel programming with GPUs

Programming distributed system with message passing interface (MP1)
 Introduction to scalable and accelerated data science
« Visualization of scientific data

More... (hitps://iraining.sharcnet.ca/)

Digital Research
LAURIER . A NET" Alliance of Canada 3>
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Training courses

How to sign up

One needs to have a supervisor.

The supervisor has an Alliance account.

One needs to register for an Alliance account.
Sign up for the course with your Alliance account.

Format and schedule

« Live classes weekly.

- Self-driven, grading offline courses with course
materials, recorded videos, quizzes and assignments.

- Forums on different topics are open for attendees.

Digital Research
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Training courses

How one will learn
- Participate in in-person live class via Zoom.
 Or study online materials, lecture recordings via self-

paced learning.
- Complete quizzes and homework assignments.

Digital Research
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